
Low-lying magnetic excitations in amorphous  and  alloys

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

1998 J. Phys.: Condens. Matter 10 1563

(http://iopscience.iop.org/0953-8984/10/7/009)

Download details:

IP Address: 171.66.16.209

The article was downloaded on 14/05/2010 at 12:17

Please note that terms and conditions apply.

View the table of contents for this issue, or go to the journal homepage for more

Home Search Collections Journals About Contact us My IOPscience

http://iopscience.iop.org/page/terms
http://iopscience.iop.org/0953-8984/10/7
http://iopscience.iop.org/0953-8984
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


J. Phys.: Condens. Matter10 (1998) 1563–1597. Printed in the UK PII: S0953-8984(98)88260-X
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Pradesh, India
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Abstract. Results of high-resolution magnetization(M) measurements performed on amorph-
ous (a-) Fe90−xCoxZr10 (x = 0, 1, 2, 4, 6, 8, 10) and Fe90+yZr10−y (y = 0, 1) alloys over wide
ranges of temperature(T ) and external magnetic field(Hext ) are presented and discussed in
the light of existing theoretical models. The magnetization at 5 K does not saturate even for
fields as high as 70 kOe particularly for the alloys withx . 6 andy = 0, 1. The high-field
differential susceptibility atT = 5 K, χhf (0), is extremely large for the alloys withx = 0, 1
and y = 0, 1, and decreases rapidly withx for x . 4 such that it possesses values typical
of crystalline ferromagnets such as Fe, Co, Ni forx > 6. The dominant contribution to the
thermal demagnetization of the spontaneous as well as ‘in-field’ magnetization comes from spin-
wave (SW) excitations at low temperatures(T . 0.4TC) and from enhanced local spin-density
fluctuations over a wide range of intermediate temperatures(0.45TC . T . 0.75TC) and for
temperatures close to the Curie point,TC (0.7TC . T . 0.95TC), for all of the alloys studied.
The spin-wave stiffness,D, is independentof Hext for all of the compositions and theD/TC ratio
possesses a value≈0.14 characteristicof amorphous ferromagnets withcompetinginteractions
for the alloys withx . 6 andy = 0, 1. For these alloys, thermomagnetic and thermoremanent
effects generally associated with the cluster spin-glass behaviour have been observed in the
re-entrant state which sets in at a temperatureTRE . In accordance with the predictions of the
spin-fluctuation model,D renormalizes with temperature asD(T ) = D(0)(1−D2T

2) and the
spin fluctuations get strongly suppressed by Co substitution andHext . While the spin-fluctuation
(SF) model provides a consistent theoretical basis for the observed temperature dependence of
the spontaneous and ‘in-field’ magnetization over the entire temperature range 0. T . TC , the
infinite three-dimensional (FM) matrix plus finite FM spin-clusters model extends the scope of
the SF model in that it offers a straightforward explanation for the absence of SW peaks in the
inelastic neutron scattering spectra taken over a certain wave-vector-transfer range, the softening
of spin-wave modes forT < TRE , the existence of a significant contribution due to diffusons, in
addition to magnons, to theT 3/2-decrease of the magnetization, and the composition dependence
of D(0),M(0, 0) andTC .

1. Introduction

Amorphous (a-) Fe90+yZr10−y (0 6 y 6 3) and Fe90−x(Co,Ni)xZr10 alloys figure among
the most extensively studied amorphous magnetic systems, and yet several aspects of
their magnetism have eluded a complete understanding so far. One such aspect pertains
to the existence of well-defined spin-wave excitations in the former system. While the
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bulk magnetization (BM) data [1–3] taken on a-Fe90+yZr10−y (y = 0, 1) alloys clearly
demonstrate that the temperature dependence of both the spontaneous magnetization,
M(T, 0), and the ‘in-field’ magnetization,M(T,H), is mainly governed by spin-wave
excitations at temperaturesT . 0.4TC , constant-q scans taken for the wave-vector-transfer
range 0.05Å−1 6 q 6 0.12 Å−1 in inelastic neutron scattering (INS) experiments [4] on
a-Fe91Zr9 show no evidence of propagating spin waves at any temperatureT < TC (TC is
the Curie temperature). However, when only about 1 at.% Fe in a-Fe90Zr10 host is replaced
by Ni, well-defined spin-wave peaks [5] are observed in the INS constant-q scans taken for
wave vectors 0.04̊A−1 6 q 6 0.10 Å−1 at temperatures 0.2TC 6 T 6 0.91TC . Moreover,
the values,DM , of the spin-wave stiffness,D, estimated from the BM data [6] for the
alloys with x = 5, 10 and 20 in the series a-Fe90−xNixZr10 are consistentlylower than
those,DN , measured in the INS experiments, and theDN/DM ratio increases from≈1.1
at x = 5 to ≈1.6 at x = 20. Considering thatD possesses a value [2] (DM = 29± 1
meV Å2 for a-Fe91Zr9) which lies well above the resolution limitDN ≈ 15 meV Å2 of
the INS measurements [4] on a-Fe91Zr9 and thatDN is expected to equal, if not greatly
exceed,DM , a total absence of the attributes of spin waves in the INS spectra taken on
a-Fe91Zr9 is incomprehensible. Equally inexplicable is the extreme sensitivity of spin waves
to Ni substitution. With a view to arriving at a basic understanding of these observations,
a systematic study of the modification in the spin-wave behaviour asx is increased from
0 to 10 at.% in the a-Fe90−xCoxZr10 alloy series was undertaken. The rationale behind the
choice of this system is that partial replacement of Fe by Co alters the magnetic properties
such as the value ofTC , the magnetic moment at 0 K, the Invar characteristics and the
re-entrant behaviour at low temperatures of the a-Fe90Zr10 host in thesameway as [7, 8]
(but more drastically by comparison than) Ni substitution does.

By revealing that (i) local spin-density fluctuations (LSF) contribute dominantly to the
thermal demagnetization ofM(T, 0) for a-Fe90+yZr10−y (y = 0, 1) alloys over a wide range
of intermediate temperatures and forT ≈ TC while Stoner single-particle (SP) excitations are
mainly responsible for the decline ofM(T, 0) with increasing temperature forT & 0.1TC
for a-Co90Zr10, and (ii) an external magnetic field of strengthHext = 15 kOe strongly
suppresses LSF in the former set of alloys but has no discernible effect onM(T ) for a-
Co90Zr10, BM measurements [1–3, 9] on a-Fe90+yZr10−y (y = 0, 1) and a-Co90Zr10 alloys
have raised the following basic questions. (a) Does the insensitivity ofM(T ) to Hext in
a-Co90Zr10 imply the complete absence of LSF in this system? (b) If so, why are LSF
absent in a-Co90Zr10? (c) Can the suppression of LSF byHext be quantified? In order to
seek answers to these questions, a detailed investigation of the magnetization as a function
of temperature and external magnetic field,Hext , for a-Fe90−xCoxZr10 and a-Fe90+yZr10−y
alloys is called for. Considering the fact that LSF are present in a-Fe90Zr10 but could be
absent in a-Co90Zr10, such an investigation is expected to bring out clearly the roles played
by Co substitution andHext in suppressing LSF. In this context, it is interesting to note
that the existence of LSF in a-Fe90+yZr10−y alloys has also been recently inferred from the
electrical resistivity data [10].

2. Theoretical background

In this section, we furnish the relevant details about the spin-fluctuation (SF) model, which,
as we shall show later, puts most of our observations on a consistent theoretical footing. This
model makes use of the Ginzburg–Landau (GL) expansion of thelocal free-energy density
in terms of a small slowly varyingclassical order parameter (the local magnetization)
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M +m(r) and yields the magnetic equation of state in the form [11]

H/M(T ,H) = a(T )+ b(3〈m2
‖〉 + 2〈m2

⊥〉)+ bM2(T ,H) (1)

with

〈m2
ν〉 = 4h̄

∫
d3q

(2π)3

∫ ∞
0

dω

2π
n(ω) Imχν(q, ω) (2)

n(ω) = [exp(h̄ω/kBT )− 1]−1 (3)

a(T ) = −[2χ(0, 0)]−1[1− (T /T SC )2− BST 4] (4)

b(T ) = [2χ(0, 0)M2(0, 0)]−1 (5)

χ(0, 0) = Nµ2
BN(EF )(TF /T

S
C )

2 = Nµ2
BN(EF )S (6)

M2(0, 0) = (NµBµ0)
2 = (Sγ )−1 (7)

T −2
F = (π2k2

B/6)ν
′ (8)

ν ′ = [N ′(EF )/N(EF )]2− [N ′′(EF )/N(EF )] (9)

S = [IN(EF )− 1]−1 (10)

γ = {8N2µ2
BN

2(EF )}−1{[N ′(EF )/N(EF )]2− [N ′′(EF )/3N(EF )]}. (11)

In the above equations,〈m2
‖〉 and〈m2

⊥〉 are the thermal variances of the local magnetization
parallel (‖) and perpendicular(⊥) to the average magnetizationM , respectively,ν (= ‖,
⊥) is the polarization index,n(ω) is the Bose function,χν(q, ω) is the dynamical wave-
vector-dependent susceptibility,a and b are the Landau coefficients for the Stoner theory
[12], χ(0, 0) andµ0 are the zero-field differential susceptibility and magnetic moment per
alloy atom at 0 K,S is the Stoner enhancement factor,I (the Stoner parameter) is a measure
of the exchange splitting of the bands,N is the number of atoms per unit volume,N(EF )
is the density of single-particle states (DOS) at the Fermi levelEF andN ′(EF ) (N ′′(EF ))
is its first (second) energy derivative,T SC is the Stoner Curie temperature and the coefficient
B of theT 4-term in equation (4) involves derivatives of the DOS atEF up to fourth order
and its explicit form is given in reference [13]. In the absence of an external magnetic field,
equations (1)–(11) permit calculation ofM(T, 0) for T < TC as follows. WhenH = 0,
equation (1) reduces to

M2(T , 0) = −(a(T )/b)− (3〈m2
‖〉 + 2〈m2

⊥〉). (12)

Equations (4), (5) and (12), when combined, yield

[M(T, 0)/M(0, 0)]2 = 1− (T /T SC )2− BST 4− (3〈m2
‖〉 + 2〈m2

⊥〉)/M2(0, 0). (13)

The exact functional form ofM(T, 0) in different temperature ranges belowTC can be
derived from equation (13) with the aid of equation (2) provided that it is recognized that
〈m2

ν〉 consists of two parts: a spin-wave (SW) part, which is dominant at low temperatures,
and a SF part which dominates at intermediate temperatures and for temperatures close to
TC . The contributions to the thermal demagnetization ofM(T, 0) due to the〈m2

ν〉SW and
〈m2

ν〉SF components are obtained from equation (2) by inserting the following expressions
[11] for Imχν(q, ω) in this equation and then evaluating the integrals:

[Im χ⊥(q, ω)]SW = π

2
ωχ⊥(q)[δ(ω − ω(q))+ δ(ω + ω(q))] (14)

and

[Im χν(q, ω)]SF = ωχν(q) 0ν(q)

ω2+ 02
ν (q)

(15)
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with the spin-wave propagation frequencyω(q) and the relaxation frequency of a
spontaneous spin fluctuation of wave vectorq and polarizationν (one parallel and two
perpendicular toM ) 0ν(q) given by [11]

h̄ω(q) = gµBM(T ,H)χ−1
⊥ (q) = gµBM(T ,H)(χ−1

⊥ + c⊥q2+ · · ·) (16)

and

0ν(q) = γ ′νqχ−1
ν (q) = γ ′νq(χ−1

ν + cνq2+ · · ·) (17)

respectively, in the random-phase approximation (RPA) at lowq and for a cubic lattice. In
equations (16) and (17),χν(q) = χν(q, ω = 0) is a component of the static suscepti-
bility, χν = χν(q = 0), and g is the Land́e splitting factor, while the parameters
γ ′ = (4/π)S−1χ(0, 0)vF + · · · (to zeroth order in〈m2〉, wherevF is the Fermi veloc-
ity) and c (the coefficient of the gradient term in the Ginzburg–Landau expansion) are
independentof ν for smallM.

At low temperatures (T < 0.3TC), T � T SC and the termBST 4 in equation (13) is
negligibly small, so equation (13) can be approximated by

M(T, 0)

M(0, 0)
' 1− 〈m2

⊥〉
M2(0, 0)

− 3

2

〈m2
‖〉

M2(0, 0)
. (18)

The thermal demagnetization ofM(T, 0) in crystalline (homogeneous) ferromagnets at
low temperatures is mainly due to spin-wave excitations (propagating transverse spin
fluctuations), i.e., the second term in equation (18) is very large compared to the third.
Equation (14), when it is substituted in equation (2) and the result inserted in equation (18),
yields the well-known BlochT 3/2 power law

M(T, 0)

M(0, 0)
= 1− gµB

M(0, 0)
ξ(3/2)

[
kBT

4πD(T )

]3/2

(19)

whereξ(3/2) is the Riemann zeta function. Equation (16) relates the spin-wave stiffness,
D(T ), to M(T, 0) via the expressionD(T ) = gµBc⊥M(T, 0) and, considering that
χ−1
⊥ = ∂H⊥/∂M⊥ = H/M, gives the spin-wave energy gap equal togµBH when
H 6= 0. Note thatH stands for theeffectivefield Heff = Hext − 4πNM(T ,Hext ) + HA,
whereN is the demagnetizing factor andHA is the anisotropy field (corresponding to the
forms of anisotropy, other than the shape anisotropy, that are present in the system under
consideration). In the presence ofHext , equation (19) takes the form

M(T,H)

M(0, H)
= 1− gµB

M(0, H)
Z(3/2, tH )

[
kBT

4πD(T )

]3/2

(20)

where the Bose–Einstein integral function

Z(3/2, tH ) = ξ(3/2)F (3/2, tH ) =
∞∑
n=1

n−3/2e−ntH

with tH = Tg/T = gµBH/kBT allows for the energy gap in the spin-wave spectrum. In
the case of crystalline or amorphous ferromagnets with competing interactions and/or Invar
characteristics, the contribution toM(T, 0) arising from longitudinal spin fluctuations, i.e.,
from the third term in equation (18), cannot be ignored even at low temperatures since the
orientation of a given magnetic moment in such systems is, in general, not parallel to the
direction of bulk magnetization. As a consequence, the displacements of the longitudinal
component of the magnetization from the local equilibrium value are of the same order of
magnitude as the transverse displacements which give rise to spin waves. Thus, the diffusive
modes (‘diffusons’) associated with the longitudinal component of the magnetization (which
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are of hydrodynamic origin) contribute to theT 3/2-decrease of magnetization as significantly
as the transverse fluctuations (spin waves) do. In sharp contrast with spin waves (undamped
modes), diffusons representoverdampedmodes that are described by equation (2) with
Imχ‖(q, ω) given by the version of equation (15) in which [14]0‖(q) = Diq

2 andDi

is the diffusion constant. The contribution due to diffusons toM(T, 0), computed from
equation (2) and the modified version of equation (15), is given by [14]

〈m2
‖〉 =

A
2
ξ(3/2)

(
kBT

2πDi

)3/2

(21)

whereA is a constant. According to equations (18), (19) and (21), thermal demagnetization
of M(T, 0) is faster in spin systems in which diffusons, in addition to spin waves, do
contribute to theT 3/2-dependence ofM(T, 0). However, unlike magnons, diffusons show
up as a broad central (elastic) peak [14] in the inelastic neutron scattering intensity versus
neutron energy isotherms taken at constant values ofq (i.e., in the INS constant-q scans).
An immediate consequence of this prediction is that the value ofD deduced from the
magnetization data,DM , should be substantiallylower than that measured in the INS
experiments,DN , in such systems. Such a discrepancy between the values ofD, i.e.,
DN � DM , has indeed been found for a number of Invar systems.

In the intermediate range of temperatures (typically, 0.4TC < T < 0.8TC), the spin-
wave contribution toM(T, 0) is completely swamped by the SF contribution, which, in this
temperature range, varies withT as [11]

〈m2
ν〉SF

M2(0, 0)
= (3〈m2

‖〉 + 2〈m2
⊥〉)SF

M2(0, 0)
=
(
T

T0

)2

. (22)

Combining equations (13) and (22), one obtains[
M(T, 0)

M(0, 0)

]2

= 1−
[(

1

T SC

)2

+
(

1

T0

)2
]
T 2− BST 4 = 1−

(
T

T ∗C

)2

+ B′T 4 (23)

where (1/T ∗C)
2 = (1/T SC )

2 + (1/T0)
2 andB′ = −BS. The last term in equation (23) is

normally too small to merit consideration because the coefficientB usually has a value
close to zero (note that depending upon the structure of the DOS curve and hence on the
relative magnitude of its derivatives,B can be either positive, negative or zero) but it can
be significant for systems in whichS has anextremely largevalue, i.e., for very weak
itinerant ferromagnets in whichIN(EF ) → 1 and henceS → ∞. From the coefficient
of the T 2-term in equation (23), it is evident that LSF (Stoner SP excitations) dominantly
contribute toM(T, 0) if T0� T SC (T

S
C � T0). However, ifT0 ≈ T SC , the contributions due

to LSF and SP excitations are comparable in magnitude. Recognizing that equation (23)
can be put into the form [M(T, 0)/M(0, 0)]2 = 1− 2AT 2 + A2T 4, equation (23) can be
generalized to

M(T,H)/M(0, H) = 1− A(H)T 2 (24)

or

[M(T,H)/M(0, H)]2 = 1− 2A(H)T 2 ≡ 1− A′′(H)T 2 (25)

depending upon whether theT 4-term is of significant magnitude or is negligibly small
compared to theT 2-term. Equations (24) and (25) are valid for the situations in which
H is either finite or zero. WhenH = 0, the value of theeffectiveCurie temperature can
be obtained from the relationT effC = 1/

√
A(0) (equation (24)) orT effC = 1/

√
2A(0) =

1/
√
A′′(0) (equation (25)) as the case may be.
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For temperatures close toTC (0.8TC < T < 0.95TC), χ−1
‖ ≈ χ−1

⊥ and the longitudinal
and transverse fluctuations are thus treated on the same footing with the result that the
temperature variation of the LSF contribution is accurately given by [11]

(3〈m2
‖〉 + 2〈m2

⊥〉)SF
M2(0, 0)

=
(
T

T1

)4/3

(26)

where

T1 = 2.387D(0)
√
M(0, 0)(h̄γ ′)1/4/gµBkB.

At such temperatures, the spin splitting of the bands is approaching zero,N(EF ) and its
derivatives are undergoing substantial changes especially for weak itinerant ferromagnets
(for which the T 4-term in equation (13) is of significant magnitude at intermediate
temperatures) and, consequently, the coefficientB assumes a considerably reduced value
compared to that in the intermediate-temperature range. Substituting equation (26) for the
SF term and completely dropping theT 4-term in equation (13) gives[

M(T, 0)

M(0, 0)

]2

= 1−
(
T

T SC

)2

−
(
T

T1

)4/3

. (27)

The Curie temperatureTC can be determined from equation (27) using the condition
M(T, 0) = 0 at T = TC provided that the values ofT SC andT1 are known. Alternatively,
at T = TC , equation (27) has the form

1−
(
TC

T SC

)2

−
(
TC

T1

)4/3

= 0. (28)

From equation (28), it follows thatTC = T SC if T SC � T1 and TC = T1 if T1 � T SC . In
these two extreme limits, SP excitations and enhanced LSF are respectively predominant.
Specifically in the latter limit, equation (27) reduces to[

M(T, 0)

M(0, 0)

]2

= 1−
(
T

TC

)4/3

. (29)

In analogy with equation (23), in the presence ofH , equation (29) can be generalized
to [

M(T,H)

M(0, H)

]2

= 1− A′(H)T 4/3 (30)

soA′(H = 0) ≡ A′(0) = T −4/3
C .

3. Experimental details

Magnetization versusHext isotherms in fields up to 15 kOe for amorphous (a-)
Fe90−xCoxZr10 alloys with x = 0, 1, 2, 4, 6 and a-Fe90+yZr10−y alloys with y = 0, 1 were
measured at temperatures∼1 K and∼0.15 K apart in the ranges 68 K6 T . TC − 15 K
andTC−15 K. T . TC , respectively, on an EG&G Princeton Applied Research Vibrating
Sample Magnetometer (VSM) 4500 system, andM–Hext isotherms in fields up to 70 kOe
for a-Fe90−xCoxZr10 alloys with x = 0, 1, 2, 4, 6, 8, 10 and a-Fe90+yZr10−y alloys with
y = 0, 1 was measured atT = 5 K on a Quantum Design SQUID Magnetometer MPMS7.
Each isotherm (the isotherm at 5 K) was obtained by measuring the magnetization at 55
(180) predetermined fixed field values in the range 06 Hext 6 15 kOe (0 6 Hext 6 70
kOe). The temperature stability was better than±25 mK and±40 mK for the VSM
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Figure 1. M2 versusH/M isotherms at a few representative temperatures for a-Fe91Zr9. Here
H ≡ Heff .

isotherms atT 6 300 K andT > 300 K (±10 mK for the SQUID isotherm). The
magnetization measurements made using the VSM were extended to temperatures beyond
300 K only for the alloys withx = 4 and 6 since their Curie temperatures exceed the
room temperature. SinceTC = 375 K and (the crystallization temperature)Tcr ≈ 750 K
for the alloy with x = 6, the sample with this composition, before proceeding with the
above measurements, was annealed at 450 K for different durations of time until no shift
in TC was observed in the ‘kink-point’ measurements [15]. The bulk magnetization was
also measured as a function of temperature atHext = 10 kOe (various constant applied
magnetic field values in the low-field region, i.e., 10 Oe. Hext . 500 Oe), for all
of the samples (for all of the samples except the ones withx = 8 and 10) mentioned
above in the heating cycle only (in both heating and cooling cycles) at∼1 K intervals in
the temperature range 5 K6 T 6 350 K using the SQUID magnetometer. Relevant
details concerning the sample preparation and characterization are given in our earlier
reports [1–3, 9, 16].

TheM versusHext isotherms were converted into a form that gives the magnetization
as a function of the temperature at fixed values ofHext , 1 kOe apart, in the interval
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Figure 2. A modified Arrott plot for a-
Fe91Zr9. In this plotH ≡ Heff .

Figure 3. A comparison of the SQUID
and VSM magnetization data taken at
H ≡ Hext = 10 kOe.
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Table 1. The spin-wave parameters for a-Fe91Zr9 and a-Fe90−xCoxZr10 alloys deduced from
the SQUID magnetization data atHext = 10 kOe. The corresponding parameter values obtained
from the VSM magnetization data atHext = 10 kOe are displayed within the square brackets.
The numbers in parentheses denote the uncertainty in the least significant figure.

Alloy/ M(0, H) D(0) D2 TC D(0)/TC
concentrationx t∗ (G) (meV Å2) (10−6 K−2) (K) (meV Å2 K−1)

Fe91Zr9 0.50 969(25) 29(2) 2.0(5) 209.66(5) 0.138(10)
[930(30)] [29(3)] [1.9(5)]

0 0.50 1052(20) 31(2) 1.5(5) 225.00(5) 0.137(10)
[1015(30)] [32(3)] [1.4(5)]

1 0.45 1120(25) 35(2) 2.0(5) 256.66(5) 0.136(12)
[1100(30)] [34(3)] [2.0(5)]

2 0.45 1165(25) 38(3) 2.5(5) 281.60(5) 0.135(14)
[1150(35)] [36(3)] [2.6(5)]

4 0.45 1305(20) 45(3) 2.0(5) 327.95(5) 0.137(13)
[1280(25)] [41(4)] [2.2(5)]

6 0.40 1315(25) 52(3) 3.5(8) 374.75(5) 0.142(14)
[1290(30)] [48(5)] [3.2(8)]

8 0.40 1343(25) 62(3) 3.5(8) 419.50(10) 0.148(8)

10 0.40 1360(25) 70(2) 3.0(8) 462.50(10) 0.152(5)

1.5 kOe6 Hext 6 15 kOe. Such sets of data are referred to as the ‘in-field’ magnetization
or M(T,H ≡ Hext ) data in the subsequent text. Note that, for the sake of convenience,
we have usedH to represent bothHext and Heff in the text and in some figures, but
a clear-cut distinction between the two has been made in the figure captions. The
spontaneous magnetization at different temperatures,M(T, 0), is extracted from theM
versusHext isotherms as follows. The customary approach of determiningM(T, 0) from
the intercepts on the ordinate that the linear extrapolation of the high-field portions of
M2 versusH/M isotherms toH ≡ Heff = 0 yields has not been adopted in the
present case, because slight but finite curvature in these isotherms persisting even up
to the highest effective field renders such an extrapolation ambiguous. A representative
M2 versusH/M plot (with H ≡ Heff ) shown in figure 1 serves to highlight this
point. This problem has been effectively tackled by constructing the modified Arrott
(M1/β versus (H/M)1/γ ) plot (MAP) from the ‘raw’ M versusHext isotherms after
correctingHext for demagnetization and making the choice of spontaneous magnetization
and initial susceptibility critical exponentsβ and γ that makes the MAP isotherms a set
of parallel straight lines in the asymptotic critical region. For all of the compositions
studied, the critical exponentsβ and γ possess three-dimensional Heisenberg-like values
β = 0.365 andγ = 1.386 (for details, see reference [17]). The values of the spontaneous
magnetization at different temperatures are then computed from the intercepts on the
ordinate (theM1/β-axis) obtained by extrapolating high-field linear portions of the MAP
isotherms toH ≡ Heff = 0. This procedure is illustrated by a typical MAP displayed in
figure 2.
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Table 2. The parameter values and temperature ranges for the fits to theM(H = 0, T ) data
based on equations (19), (24) and (30) of the text for the a-Fe91Zr9 and a-Fe90−xCoxZr10 alloys.
The values within the square brackets are theM(0, 0) values obtained directly from theM
versusH isotherm measured atT = 5 K. The numbers in parentheses denote the uncertainty in
the least significant figure.

Alloy/ Fitting Fitting
conc- M(0, 0) D(0) D2 range A range A′
entrationx t∗ (G) (meV Å2) (10−6 K−2) t∗∗–t∗∗∗ (10−6 K−2) t ′–t ′′ (10−4 K−4/3)

Fe91Zr9 0.50 945(35) 28(3) 1.8(5) 0.53–0.77 15.4(2) 0.74–0.95 7.85(5)
[965(30)]

0 0.50 1026(30) 32(3) 1.7(5) 0.51–0.78 13.5(4) 0.67–0.97 7.13(8)
[1041(30)]

1 0.45 1075(35) 34(3) 2.2(5) 0.44–0.71 9.7(1) 0.74–0.94 5.99(5)
[1100(30)]

2 0.45 1145(35) 37(3) 2.5(5) 0.45–0.69 8.4(2) 0.67–0.95 5.30(8)
[1170(30)]

4 0.45 1275(35) 44(4) 2.2(5) 0.44–0.73 6.1(1) 0.64–0.93 4.31(5)
[1296(30)]

6 0.40 1290(30) 51(5) 3.0(8) 0.45–0.75 4.8(2) 0.64–0.96 3.63(4)
[1305(30)]

8 [1344(30)] {7.6(2)}a

10 [1359(30)] {6.3(2)}a
a Extrapolated values of the coefficientA′′(0) in equation (25) obtained fromA′′(H) atHext = 10 kOe.

4. Data analysis, results and discussion

Figure 3 makes a detailed comparison between the reduced ‘in-field’ magnetization,
M(T,H)/M(0, H), data taken for a-Fe90−xCoxZr10 (x = 0, 1, 2, 4, 6, 8 and 10)
and a-Fe90+yZr10−y (y = 0, 1) alloys at different temperatures in a constant external
magnetic field ofH ≡ Hext = 10 kOe using vibrating-sample and SQUID magnetometers.
A remarkably good agreement between the SQUID and VSM data in the overlapping
temperature range is seen in this figure. An elaborate ‘range-of-fit’ analysis (in which
the values of free fitting parameters and the quality of the fits are continuously monitored
as the temperature intervalTmin 6 T 6 Tmax is progressively narrowed down by keeping
Tmin (Tmax) fixed at a given value and lowering (raising)Tmax (Tmin) towardsTmin (Tmax)
and whose details are given elsewhere [2, 9, 18]) of theM(T,H) (M(T, 0)) data, based
on equations (20), (24), (25) and (30) (equation (19) as well as equations (24), (25)
and (30) withH = 0) with D(T ) in equation (20) (equation (19)) given by either
D(T ) = D(0)(1 − D2T

2) or D(T ) = D(0)(1 − D5/2T
5/2), has been carried out with

the following results.

(i) For all of the compositions studied, the best least-squares (LS) fits to theM(T,H)

andM(T, 0) data for temperaturest = T/TC 6 t∗ are provided by equations (20) and
(19), respectively, withD(T ) in these equations given byD(T ) = D(0)(1− D2T

2) and
the parameter values as well as the temperature ranges for different compositions given in
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Figure 4. The reduced magnetization atH ≡ Hext = 10 kOe versus(T /TC)3/2 and (T /TC)2.
Continuous curves/lines denote the least-squares (LS) fits to the data based on equations (20)
and (24) of the text.



1574 S N Kaul and P D Babu

Figure 5. [M(T,H)/M(0, H)]2 at H ≡ Hext = 10 kOe as a function of(T /TC)2 and
(T /TC)

4/3. Continuous straight lines denote the LS fits to the data based on equations (30)
and (25) of the text.
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Figure 6. M(T,H)/M(0, H) versus(T /TC)2 and [M(T,H)/M(0, H)]2 versus(T /TC)4/3

plots at a few selected values ofH ≡ Hext . Continuous straight lines denote LS fits to the data
based on equations (24) and (30) of the text. Note that the data denoted by the numbers 2, 3, 4,
5, 6 are shifted up by the amounts 0.05, 0.10, 0.15, 0.20, 0.25 and 0.08, 0.16, 0.24, 0.32, 0.40
with respect to data denoted by 1 in (a) and (b), respectively.
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Figure 7. M(T, 0)/M(0, 0) versus(T /TC)2 and [M(T, 0)/M(0, 0)]2 versus(T /TC)4/3 plots
constructed from the VSMM(T, 0) data. Continuous straight lines denote LS fits to the data
based on equations (24) and (30) of the text withH = 0. Note that the data forx = 0, 1, 2,
4, 6 are shifted up by the amounts 0.06, 0.12, 0.18, 0.24, 0.30 and 0.10, 0.20, 0.30, 0.40, 0.50
with respect to those for a-Fe91Zr9 in (a) and (b), respectively.
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Table 3. Parameter values and temperature ranges for the fit to the SQUID and VSM (given in
square brackets)M(T,H) data atHext = 10 kOe based on equations (24), (25) and (30) of the
text.

Alloy/ Fitting range A Fitting range A′′ Fitting range A′
concentrationx t∗∗–t∗∗∗ (10−6 K−2) t†–t†† (10−6 K−2) t ′–t ′′ (10−4 K−4/3)

Fe91Zr9 0.58–0.98 12.0(2) 0.53–0.87 6.60(5)
[0.65–0.98] [12.2(2)] [0.66–0.83] [6.65(5)]

0 0.55–0.91 11.0(3) 0.62–0.84 6.12(8)
[0.58–0.98] [11.2(2)] [0.62–0.84] [6.22(8)]

1 0.53–0.92 9.2(1) 0.50–0.82 5.50(5)
[0.55–0.95] [9.2(2)] [0.50–0.85] [5.46(4)]

2 0.49–0.84 7.8(3) 0.46–0.79 4.94(8)
[0.45–0.89] [7.6(2)] [0.50–0.80] [4.85(5)]

4 0.40–0.69 5.4(2) 0.56–0.93 3.90(5)
[0.40–0.75] [5.5(1)] [0.56–0.93] [3.98(4)]

6 0.44–0.79 4.5(2) 0.70–0.90 3.44(4)
[0.45–0.78] [4.4(1)] [0.55–0.87] [3.41(3)]

8 0.74–0.83 5.45(5)

10 0.53–0.75 4.72(5)

tables 1 and 2; table 1 also includes the corresponding values for the VSM data taken at
Hext = 10 kOe within the square brackets.

(ii) M(T,H) andM(T, 0) for the alloys withx 6 6 andy = 0, 1 are best described
by equation (24) withH 6= 0 andH = 0, respectively, over the intermediate-temperature
ranget∗∗ 6 t 6 t∗∗∗, while equation (30) withH 6= 0 andH = 0 yields the best LS fits
to theM(T,H) andM(T, 0) data for temperatures close toTC in the intervalt ′ 6 t 6 t ′′;
the values for different parameters and the temperature ranges for such fits are listed in
tables 2 and 3. In sharp contrast with this behaviour, equation (25) reproduces the observed
temperature variation of the magnetization for the alloys withx = 8 and 10 more accurately
in the ranget† 6 t 6 t†† than equation (24). The different types of fit to theM(T,H)
andM(T, 0) data mentioned above are represented in figures 4–7 by continuous curves or
straight lines.

(iii) The VSM and SQUID data taken atHext = 10 kOe yield identical results (tables 1
and 3). In this context, it is gratifying to note that even though the VSM data for
temperatures below 68 K, which are crucial to an accurate determination of the spin-wave
(SW) parameters such asD(0) andD2, are not currently available, the fits to the VSM and
SQUID data, based on equation (20), give the same values (within the uncertainty limits)
for these parameters as well as forM(0, H). Moreover, the values for the SW parameters
(tables 1 and 2) deduced from the VSMM(T,H) andM(T, 0) data, available only for
T > 68 K, conform well with one another.

(iv) The coefficientsA andA′ of the T 2- and T 4/3-terms in equations (24) and (30)
decrease with increasingHext for a given composition and with increasing Co concentration
for a given field value (figure 8).
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Figure 8. The concentration dependence of the coefficientsA andA′ appearing in equations
(24) and (30) of the text at a few selected values ofH ≡ Hext .

Before discussing the above results under appropriate subheadings, other findings, which
have a direct bearing on these results, are mentioned in the text that follows.

4.1. Irreversibility in magnetization at low fields and temperatures

Figure 9 displays the thermomagnetic scans for a-Fe91Zr9, a-Fe90Zr10 and a-Fe89Co1Zr10

alloys taken atHext = 10 Oe. In this figure, open circles and closed squares represent
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Figure 9. Thermomagnetic scans for a-Fe91Zr9, a-Fe90Zr10 and a-Fe89Co1Zr10 alloys at
H ≡ Hext = 10 Oe.

the data obtained when the magnetization atHext = 10 Oe is measured as a function of
temperature while heating the sample from 4.2 K after it had been cooled to 4.2 K inzero
field from 300 K (i.e., the zero-field-cooled magnetization,MZFC(T )) and while cooling
the sample from 300 K (i.e., the field-cooled magnetization,MFC(T )), respectively. The
important features that these scans present are as follows.

(a) A steep rise followed by saturation in magnetization as the temperature is lowered
below a certain temperature, and the appearance of a ‘kink’ inM(T ) at a temperature
Tkink ' TC signalling the onset of long-range ferromagnetic order.

(b) A bifurcation of theMZFC(T ) andMFC(T ) curves at a temperatureTRE (called the
re-entrant temperature).

(c) A ‘knee’ in the MZFC(T ) curve at a temperatureTf (the so-called freezing
temperature).

The main findings based on similar scans taken at different fixed field values for various
compositions in the alloy series a-Fe90−xCoxZr10 and a-Fe90+yZr10−y are summarized as
follows.

(i) For a given composition,Tkink, TRE andTf decrease with increasingHext—so much
so that forHext > 500 Oe the bifurcation in the magnetization curves completely disappears
(alternatively,TRE andTf are reduced to values<4.2 K).

(ii) For a specified but fixed value ofHext , Tkink increases whileTRE andTf decrease
with increasingx (or decreasingy) such that the irreversibility of the magnetization is
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completely suppressed forx > 6. For instance, atHext = 10 Oe, Tkink = 209(1) K,
225(1) K, 255(1) K, 282(1) K,TRE = 85(5) K, 60(5) K, 45(5) K, 30(5) K andTf = 30(3) K,
20(2) K, 8(1) K, 5.5(5) K for a-Fe91Zr9, a-Fe90Zr10, a-Fe89Co1Zr10, a-Fe88Co2Zr10 alloys,
respectively;Tkink > 328(1) K, TRE = 15(5) K and Tf < 4.2 K for a-Fe86Co4Zr10.

Apart from these findings, asymmetric hysteresis loops, isoremanent and thermorema-
nent effects, and an exponential increase in coercivity, i.e., properties characteristic of the
cluster spin-glass (or mictomagnetic) state, have been observed for the alloys withy = 0, 1
in the a-Fe90+yZr10−y series andx 6 2 in the a-Fe90−xCoxZr10 series atT < TRE . How-
ever, these properties occur in association withfinite spontaneous magnetization, indicating
thereby that the magnetic state forT < TRE is a mixedstate in which long-range ferromag-
netic order coexists with cluster spin-glass order. Observations similar to those mentioned
above have also been made previously [1, 3, 19–21] for glassy alloys with the same or
similar nominal composition.

The above observations find a straightforward but qualitative explanation in terms of
the infinite three-dimensional (3D) ferromagnetic (FM) matrix plusfinite FM spin-clusters
model (henceforth referred to as the K model) proposed by Kaul for amorphous ferromagnets
and whose details are given elsewhere [2, 3, 22]. In this phenomenological model, it is
postulated that:

(A) the spin system forT < TC consists of an infinite 3D FM matrix and finite spin
clusters (composed of a set of ferromagnetically coupled spins), which are embedded in, but
‘isolated’ from, the FM matrix by zones of frustrated spins surrounding the finite clusters,

(B) a wide distribution in the size of clusters exists, and
(C) the spin clusters are not completely isolated in that long-range Ruderman–Kittel–

Kasuya–Yosida (RKKY) interactions provide aweakcoupling not only between the finite
clusters and the FM matrix but also between the clusters themselves.

Since the average inter-atomic spacing in the finite FM clusters withbcc-like atomic
short-range order (SRO) (‘low-density pockets’) is much larger [2] than that in the
infinite FM matrix with fcc-like atomic SRO (‘high-density bulk’), magnetic moments
(spins) in the clusters havelocalized character whereas those in the FM matrix are
itinerant. The existence of both localized as well as the itinerant type of magnetic
electron in these systems was proposed by one of the authors [1] long ago. In this
picture, a ‘mixed magnetic state’ comes into existence when the weakly interacting
finite spin clustersfreeze(the freezing process in not cooperative in the sense that not
all of the clusters freeze at the same temperature; freezing occurs over an extended
range of temperatures [3] because of the distribution in cluster size and hence in cluster
relaxation times) in random orientations andcoexist with the (itinerant) FM matrix for
temperatures belowTRE . In the mixed state, the coercivity increases steeply [23],
particularly for T < Tf , as a result of the pinning of domain walls by the frozen FM
clusters embedded in the FM matrix. The irreversibility of the low-field magnetization at
low temperatures and the precipitous decline inMZFC for T < Tf can be satisfactorily
explained by properly correcting [24] for the self-demagnetizing effects brought about
by the presence of the exponentially increasing coercivity and the concomitant magnetic
hardness (magnetic anisotropy energy). By contrast, the transverse spin-freezing (TSF)
model [25], which is similar to the Gabay–Toulouse (GT) mean-field model [26] for
Heisenberg spins, fails to account for the steep fall inMZFC for T < Tf unless this model
is modified to include anisotropy effects [27–29] which come into play for temperatures
below Tf .
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Figure 10. M versusH ≡ Hext curves taken atT = 5 K; for the sake of clarity, the curves for
x = 8, 6, 4, 2, 1, 0 and a-Fe91Zr9 are shifted up by the amounts 0.1375, 0.275, 0.4125, 0.552,
0.6875, 0.825 and 0.9625 with respect to the one forx = 10, respectively. The inset shows the
variation of the reduced magnetization withHext for Hext 6 4.5 kOe.

4.2. High-field susceptibility at 0 K

The magnetization,M(T,H), data taken atT = 5 K in applied fields up to 70 kOe for
a-Fe91Zr9 and a-Fe90−xCoxZr10 (0 6 x 6 10) alloys using the SQUID magnetometer are
plotted in the form ofM(0, H)/M(0, 0) versusH (≡Hext ) curves in figure 10. Note that
no distinction has been made between the values of the magnetization at 5 K and 0 K inthis
figure and in figures 3–9. The differential susceptibility,χ(0, H) ≡ dM(0, H)/dH , as a
function ofH (≡Hext ) for fields well above the technical saturation, obtained by numerical
differentiation of theseM versusHext curves, is shown in figure 11. A close examination of
the data presented in these figures reveals that for all of the alloys investigated (particularly
those with low Co content), the magnetization does not saturate even in fields as high as
70 kOe and thatχ(0, H) gradually decreases with increasingHext and approaches a constant
value at high fields. This limiting value is simply the high-field susceptibility,χhf . The inset
of figure 11 showsχhf plotted against the Co concentration,x. As the Co concentration is
increased, the plateau in theχ(0, H) versusHext curve is reached at a lower field value and
concomitantly the field at which technical saturation of the magnetization occurs also shifts
to lower values (see the inset of figure 10) whileχhf decreases rapidly forx < 4, and this
decreasing trend slows down considerably forx > 6 (see the inset of figure 11). The value of
the spontaneous magnetization at 0 K,M(0, 0), is then obtained by subtractingχhfHext from
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Figure 11. The differential susceptibility as a function ofH ≡ Hext . The inset shows the
variation ofχhf with x. Note that the error bars forχhf are smaller than the size of the symbols
and the smooth curves (the dashed curve in the inset) serve as a guide to the eye.

Table 4. Band and exchange parameters.

Alloy/ µ0 χhf χ(0, 0) N(EF )
a I

concentrationx (µB ) (10−4) (10−4) S IN(EF ) (eV−1) (eV)

Fe91Zr9 1.34(2) 12.32(10) 14.00(20) 83(1) 1.012(1) 4.00 0.25(1)

0 1.44(2) 8.86(20) 10.37(20) 66(1) 1.015(1) 3.74 0.27(1)

1 1.52(2) 7.32(15) 7.78(10) 53(1) 1.019(1) 3.49 0.29(1)

2 1.62(2) 4.47(15) 4.72(10) 34(2) 1.029(1) 3.30 0.31(1)

4 1.79(2) 2.61(10) 2.97(10) 24(1) 1.042(1) 3.00 0.35(1)

6 1.81(2) 1.38(10) 1.50(10) 13(1) 1.079(4) 2.82 0.38(1)

8 1.82(2) 1.00(15) 1.34(10) 12(1) 1.084(5) 2.70 0.40(1)

10 1.84(2) 0.60(20) 0.64(10) 6(1) 1.170(23) 2.61 0.45(1)

a References [45] and [46].

M(T,Hext ) at Hext = 70 kOe. The values ofM(0, 0) andχhf for different compositions
so obtained are listed in tables 2 and 4, respectively. As we shall show in the following
subsection, all of the above observations, including the Co concentration dependence ofχhf
andM(0, 0), find a simple qualitative interpretation in terms of the K and SF models.
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Figure 12. The variation ofTC , D(0) andM(0, 0) with the Co concentration.

4.3. Spin-wave excitations

The main observations of the present study in the low-temperature region are as follows.

(i) In a-Fe90−xCoxZr10 and a-Fe90+yZr10−y alloys, spin-wave excitations give the
dominant contribution to the thermal demagnetization of both the spontaneous and the
‘in-field’ magnetization for temperatures belowt∗, which ranges between 0.5 and 0.4 for
the alloys with 06 x 6 10 and 06 y 6 1. The values ofM(0, H) and M(0, 0)
obtained from the best LS fits are in good agreement (within the uncertainty limits) with
those actually measured atT = 5 K. Such a close agreement particularly in the case of
M(T, 0) is gratifying considering thatM(T, 0) for all of the alloys in the present study was
determined forT > 68 K only.

(ii) The temperature dependence of the spin-wave stiffness ‘D’ cannot be ignored
and D(T ) renormalizes with temperature in accordance with the expressionD(T ) =
D(0)(1 − D2T

2), predicted by the itinerant-electron model for all of the compositions
studied.

(iii) Contrary to an earlier claim [23, 30], the spin-wave stiffness at 0 K,D(0), does
not dependon the external magnetic field.

(iv) The D(0)/TC ratio for the alloys withx 6 6 andy 6 1 possesses a value close
to 0.14, which is typical for amorphous alloys with competing interactions, while for the
alloys with x = 8 and 10,D(0)/TC > 0.14. TC andD(0) increase more or less linearly
with x while the steep rise inM(0, 0) observed forx . 4 slows down considerably beyond
x = 6—so much so thatM(0, 0) remains nearly constant for higher Co concentrations (see
figure 12).

The existence of well-defined spin-wave excitations at low temperatures (observation
(i)) can be understood in terms of both localized as well as itinerant-electron models.
However, observation (ii) provides evidence for itinerant behaviour of magnetic electrons in
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Figure 13. D(0) versusTC for a-Fe91Zr9 and a-Fe90−xCoxZr10 alloys. Similar data for other
systems available in the literature [32–37] are also included for comparison.

the alloys in question and indicates that the magnon–spin-fluctuation interactions dominate
over magnon–magnon interactions. The values ofD(0) deduced from theM(T, 0) and
M(T,H) data conform very well with one another. However, at low temperatures, the
M(T, 0) data yield alower value ofD(0) than that obtained from theM(T,H) data for the
alloys withx . 4, y 6 1 as already reported [2] for a-Fe90±yZr10∓y alloys. This discrepancy
in the values ofD(0) shouldnot be taken to imply thatD(0) is field dependent, but the
reduced value ofD(0) should be viewed as signalling the softening of spin-wave modes [2,
3, 31] in the re-entrant state (in which long-range ferromagnetic order coexists with cluster
spin-glass order) which comes into existence at temperaturesT 6 TRE , well belowTC , in
these alloys [1, 3, 19]. In the present work, we do not observe the softening of spin-wave
modes for the alloys withx < 4 andy 6 1 because theM(T, 0) data in the present case
are available only forT > 68 K, a temperature well above the re-entrant temperature,TRE .
For x > 6, such a behaviour is not expected since the re-entrant behaviour is completely
suppressed whenx ' 6 (subsection 4.1). In view of thefield-independentvalue ofD(0), the
dependence ofD(0) onH reported [23, 30] earlier could be an artifact of the analysis which
attributes the observed thermal demagnetization to either a spin-wave or a single-particle
contribution alone and neither takes into account the temperature renormalization ofD nor
corrects for the gap in the spin-wave spectrum arising from the applied field. The plot of
D(0) versusTC for the alloys investigated here, shown in figure 13, also includes theD(0)
data for several 3d-transition-metal–metalloid amorphous alloys available in the literature
[32–37]. According to a theoretical prediction [32] based on the Heisenberg model, the
values ofD(0) for amorphous ferromagnetic alloys, when plotted againstTC , should fall
on a straight line represented by

D(0) = D0+mTC (31)

wherem = 0.144 meVÅ2 K−1 andD0 is either finite or zero depending on whether the
exchange interactions extend beyond the nearest-neighbour (NN) distance or not. It can
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be noticed from figure 13 that the values ofD(0) for a-(Fe,M)–B alloys (M = Cr, Mn,
W) [33–35], in which competing interactions are known to be present, fall on a straight
line with slopem = 0.144 meVÅ2 K−1 that passes through the origin, whereas the values
of D(0) for a-(Fe, Ni)–M (M = P, B, Si, Al) alloys [32, 36, 37] fall on a different
straight line, parallel to the other one, but with the finite interceptD0 = 24± 3 meV Å2.
This implies that the competing interactions present in the former set of amorphous alloys
restrict the range of exchange interactions to the nearest neighbours only, whereas the direct
exchange interactions extend to the next-nearest neighbours in the latter set. Following these
arguments, the values ofD(0) for the alloys with 06 x 6 6, y 6 1 fall on the straight line
with m = 0.144 meVÅ2 K−1 andD0 = 0, indicating thereby that thecompetinginteractions
present in these alloys confine the direct exchange interactions to nearest neighbours only.
With increasing Co concentration, the competing interactions are gradually suppressed and,
for the alloys withx > 6, theD(0) values depart from this straight line and approach the
line with the finite intercept. This observation implies that exchange interactions in these
alloys extend beyond the NN distance.

A linear relation betweenD(0) andTC of the typeD(0) = mTC is also predicted by
the theory based on the itinerant-electron model due to Katsuki and Wohlfarth [38]. With
the assumption that the Curie temperatureTC is determined by the Stoner single-particle
excitations alone, Katsuki and Wohlfarth [38] derived for weak itinerant ferromagnets the
following relation betweenD(0) andTC :

D(0) = kBTCa2f (n) (32)

wherea is the nearest-neighbour (NN) distance andf (n) is a function of the number of
electrons per atom determined by the band structure. When the effective-mass approximation
is used, equation (32) reduces to [38]

D(0) = (πkB/6
√

2k2
F )TC (33)

wherekF is the Fermi wave vector. The typical valuekF = 1.5 Å−1, when inserted into
equation (33), yields the value of the slope(m) as 0.014 meVÅ2 K−1. This slope value
is exactly one order of magnitude smaller than the observed one. Such a large discrepancy
between theory and experiment is not surprising in view of the fact that the assumptions—
namely, (i) thatTC is determined by single-particle excitations alone and (ii) the effective-
mass approximation—on which the above theory rests are not valid in the present case. It
is well known that even for weak itinerant ferromagnets the Stoner theory, which regards
the single-particle excitations as the sole cause of thermal demagnetization in such systems,
invariably overestimatesTC and that this theory has to be modified to include the effect of
local spin-density fluctuations on the thermal demagnetization if a correct estimate ofTC
and a proper description of the Curie–Weiss behaviour of the magnetic susceptibility for
T > TC is sought. The spin-fluctuation model too predicts a linear relation betweenD(0)
andTC , of the form

D(0) = {0.419gµBkB [M(0, 0)]−1/2(h̄γ ′)−1/4}TC. (34)

Unfortunately, due to the non-availability of the actual value of the band parameterγ ′,
D(0)/TC cannot be estimated. However, the values of ¯hγ ′ for the systems in question
computed from equation (34) using the values ofM(0, 0) and theD(0)/TC ratio determined
in this work (as well as the FMR value [16] ofg) turn out to be reasonable (∼µeV Å−1).

The strong evidence for the existence of well-defined spin-wave excitations in the
amorphous alloys in question provided by the present magnetization measurements is in
direct contradiction with the earlier claim [4], based on INS experiments, that no propagating
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features, indicative of spin waves, are observed in the constant-q scans at any temperature
below TC in the wave-vector-transfer range 0.05Å−1 6 q 6 0.12 Å−1 for a-Fe90±yZr10∓y
alloys. As shown below, both the K and SF (spin-fluctuation) models help in resolving this
apparent contradiction.

Within the framework of the K model, the following explanation [2] can be offered
for the absence [4] of spin-wave-like features in the INS spectra taken for a certain wave-
vector-transfer range. Though spin waves of different wave vectors are excited in the
infinite FM matrix at temperaturesT < TC , not all of them propagate through the matrix
unhindered for the following reasons. The spin waves for whichq falls within the range
qc1 6 q 6 qc2, whereqc1 andqc2 are the caliper dimensions of the smallest (largest) and
the largest (smallest) spin cluster in the wave-vector (direct) space, getseverely damped
due to coupling to, and intense scattering from, the finite spin clusters. Theseoverdamped
modes manifest themselves asnon-propagatingspin fluctuations of the type mentioned in
section 2. Therefore, if the INS measurements are performed for the wave-vector range
qc1 6 q 6 qc2, only a broad ‘diffusive-like’ spectrum with no propagating features would
be observed at any temperature belowTC . By contrast, constant-q scans recorded at the
wave-vector values that lie outside thisq-range should exhibit well-defined spin-wave peaks
for all temperatures belowTC , but the nature and origin of these spin waves now depend on
whetherq < qc1 or q > qc2. In the long-wavelength limit (i.e., whenq < qc1), well-defined
spin waves can be excited in the FM matrix only, and that too at temperatures well belowTC
because of the low energy cost involved, and such spin waves propagate through the matrix
without any significant damping. On the other hand, in the short-wavelength limit (i.e., when
q > qc2), spin waves can be excited in the FM matrix as well as in the finite clusters—
in the latter case, either at very high incident neutron energies when the temperature is
low or at high temperatures for the range of incident neutron energies conventionally used.
However, in this case (i.e., whenq > qc2), the spin waves in the FM matrix are expected
to get damped due to strong fluctuations in thelocal magnetization and thelocal density of
states (DOS) (caused by topological disorder) as contrasted with the intra-cluster spin waves
which should be relatively well defined because both the local magnetization and the local
DOS possess larger values and have a much narrower distribution. Thus, the INS spectra
should consist of reasonably sharp spin-wave peaks signalling the existence of intra-cluster
spin-wave excitations superposed on very broad ‘diffusive-like’ structure arising from the
overdamped spin waves (or more precisely, from the non-propagating spin fluctuations) in
the FM matrix. In view of the earlier finding [4, 39] that in a-Fe90±yZr10∓y alloys the
averagecluster size forT . TC ranges between 25̊A and 200Å, the range ofq-values
(0.05Å−1 6 q 6 0.12 Å−1) covered in the INS experiments [4] falls well within the range
qc1 6 q 6 qc2 and hence no resolvable spin-wave peaks are found in the INS spectra. In
view of the foregoing arguments, the INS measurements forT < TC need to be extended to
q-valueslow enough(q � 0.05 Å−1; q → 0) for one to observe well-defined spin waves,
characteristic of the 3D FM matrix.

Unlike the Heisenberg model (which predicts that spin waves (SW) occupy the entire
Brillouin zone and hence that SW are the only low-lying magnetic excitations possible),
the SF model [11, 40] asserts that spin waves occupy only a small portion of the Brillouin
zone (BZ) nearq = 0 (say q 6 qSW ) while Stoner single-particle excitations and spin
fluctuations occupy the rest. Therefore, no features in the constant-q INS scans attributable
to spin waves are expected to occur when theq-range over which such measurements are
carried out lies well aboveqSW . While the predictions of both the K and SF models are
consistent with the observed behaviour and both of the models assert that well-defined spin
waves in these materials should be observed at all temperatures belowTC in the limit q → 0,
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the homogeneousTSF model [25] does not offer any explanation for the absence of SW
peaks in the INS spectra taken over a certainq-range, mainly because it is based on the
Heisenberg model which predicts that spin waves should be observable forq-values in the
range 06 q 6 qBZ (the average radius of the Brillouin zone).

A progressive replacement of Fe by Co in a-Fe90−xCoxZr10 alloys gradually evens out
the local (atomic) density fluctuations [2, 3] by favouring fcc-like atomic SRO throughout
the sample. This, in turn, leads to the breaking up of finite spin clusters into smaller
ones and the merging of some of them with the infinite FM matrix. Hence, as the Co
concentration is increased, the number of spins within the FM matrix increases at the
expense of those forming finite clusters, finite clusters shrink in size and decrease in
number, the cluster size distribution narrows down and the spins within the FM matrix tend
towards a collinear configuration. As a consequence, the magnetization and the exchange
splitting of the d sub-bands increase (hence bothD(0) andTC also assume higher values,
in conformity with observation (v) mentioned above) and the spin system becomes more
and more homogeneous with increasing Co concentration. This implies that the range
qc1 6 q 6 qc2 gradually narrows down and shifts to higherq-values with increasing Co
concentration, and so finally disappears at some value ofx. These arguments assert that, if
the INS experiments for the same range ofq-values as used earlier [4] are performed on a-
Fe90−xCoxZr10 alloys, the constant-q scans exhibiting broad diffusive-like structure at zero
or even low Co concentrations should gradually acquire the propagating features indicative
of well-defined long-wavelength spin-wave excitations even in this wave-vector-transfer
range at higher Co concentrations.

Such a behaviour has indeed been observed recently [5] for the INS spectra taken over
the above-mentionedq-range for the homologous alloy series a-Fe90−xNixZr10. Due to the
local random anisotropy fields that come into play when spin clusters have frozen-in random
orientations [2] atT < Tf , the itinerant spins of the FM matrix get canted, particularly
in the alloys withx ≈ y ≈ 0. The canted spin arrangement, in turn, reduces the net
exchange coupling between the the FM matrix spins, leading to softening of FM spin-wave
modes, and makes the saturation in the magnetization extremely difficult to achieve even
at fields as high as [23, 30] 150 kOe and temperatures as low as 4.2 K. As already stated
above, the effect of increasing the Co concentration is to progressively (a) shiftTf to lower
temperatures (primarily due to a progressive reduction in the average cluster size and a
narrower cluster size distribution), (b) make the spin arrangement collinear and (c) suppress
the re-entrant behaviour at low temperatures. This explains the sharp rise in spontaneous
magnetization at 0 K,MS ≡ M(0, 0), for compositionsx . 4 and the slower increase
or even saturation exhibited by theMS(x) curve at higher Co concentrations (figure 12).
The above arguments also provide a straightforward interpretation for the observation (from
figure 10 and the inset of figure 11) that, at low temperatures, the technical saturation in
the magnetization is achieved at lower fields for compositionsx > 4 than forx . 4 and
thatχhf decreases rapidly with increasingx for x < 6 but remains essentially constant for
x > 6. However, as we will show in the following subsection, spin canting isnot the only
cause for large values ofχhf for the alloys withx ≈ y ≈ 0; a progressive suppression
of weak itinerant ferromagnetism with Co substitution accounts, for the most part, for the
observed functional dependence ofχhf on x.

Another consequence of the non-collinear ground-state spin arrangement in a-
Fe90−xCoxZr10 and a-Fe90+yZr10−y alloys with x . 6 and y . 1 is that the diffusive
modes associated with the longitudinal component of the magnetization (‘diffusons’) do
contribute, besides magnons, to theT 3/2-decrease of the magnetization, equation (21), and
thereby lower the spin-wave stiffness coefficient,DM(0), in magnitude compared to the
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value thatDM(0) possesses when such a contribution (due to diffusons) is totally absent, as
happens to be the case for collinear ferromagnets. Considering that diffusons give rise to an
elastic peak [14] in the INS spectra, the value of the spin-wave stiffness determined from
such measurements, i.e.,DN(0), should greatly exceedDM(0) for these systems. Such a
disparity betweenDN(0) andDM(0) is expected to reduce continuously with decreasing
y or increasingx as the spin orientations tend towards a collinear configuration. This
process continues until a value ofx is reached beyond whichDN(0) equalsDM(0), because
by then the non-collinearity is fully suppressed. This prediction needs to be verified
by INS measurements performed at very lowq (q � 0.05 Å−1) for a-Fe90−xCoxZr10

alloys.
It should be emphasized at this stage that a progressive suppression of the Invar effect

and re-entrant behaviour with Co substitution isaccompaniedby an increase ofDM(0)
towardsDN(0) and an enhancement of bothDM(0) andDN(0) such that the difference
DN(0)−DM(0) diminishes in magnitude asx increases.

Yet another interesting aspect of spin waves in weak itinerant ferromagnets is that in
the absence of any spin-dependent (spin–orbit or magnetic) impurity scattering process,
spin diffusionprovides the sole intrinsic mechanism for relaxation of the long-wavelength,
low-frequency modes of spin-density fluctuations. This diffusive relaxation causes a
damping of spin waves (proportional to the spin-diffusion constant) which is temperature
independent and varies withq as [41] q4. Consistent with this theoretical result, recent
INS experiments on the spin dynamics of amorphous Fe90−xNixZr10 alloys have revealed
a temperature-independent spin-wave linewidth which exhibits aq4- or q5-dependence.
Temperature-independent spin-wave damping proportional toq5 is also predicted by the
random Heisenberg model of localized spins [42, 43] in which damping of spin waves
arises from the scattering of magnons from fluctuations in the exchange interaction, but this
damping mechanism yields a value for the magnon linewidth which is an order of magnitude
smaller than the observed values.

4.4. Spin fluctuations

The main observations for the intermediate-temperature range(t∗∗ 6 t 6 t∗∗∗) and for
temperatures close toTC (t ′ 6 t 6 t ′′) are:

(i) for the alloys withx 6 6 andy 6 1 the ‘in-field’ and the spontaneous magnetization
follow the temperature variation predicted by equation (24) (equation (30)) withH 6= 0
andH = 0 in the intervalt∗∗ 6 t 6 t∗∗∗ (t ′ 6 t 6 t ′′), whereas the observed temperature
dependence ofM(T, 0) andM(T,H) for the alloys withx = 8 and 10 over the range
t† 6 t 6 t†† is more accurately reproduced by equation (25) than by equation (24) (see
figures 4–7), and

(ii) the coefficientsA and A′ of the T 2- and T 4/3-terms in equations (24) and (30)
decrease with increasing external field strength for a given composition and with increasing
Co concentration for a givenHext -value including zero (figure 8).

The dependence of the coefficientsA and A′ on the effective field, defined asHeff =
H − 4πN〈M〉 whereN is the demagnetizing factor and〈M〉 is the averagevalue of the
magnetization over the temperature range of the fit based on either equation (24) or equation
(30), for different compositions is clearly brought out in figure 14. Though a brief account
of the above observations (i) and (ii) has been given elsewhere [44], these results have been
put in a proper perspective and discussed at length in this paper.

In view of equation (23), the finding that the expressions (24) and (25) reproduce
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Figure 14. Variations of the coefficientsA(Heff ) andA′(Heff ) with Heff for different Co
concentrations and for a-Fe91Zr9.

closely the observed variation ofM(T, 0) andM(T,H) with temperature for the alloys
with 06 x 6 6, y 6 1 andx = 8, 10, respectively (observation (i), above), implies that the
T 4-term in equation (23) makes a significant contribution toM(T, 0) andM(T,H) only for
the first set of alloys—presumably due to a sizable value of the Stoner enhancement factor
S. To verify this, values ofχ(0, 0) andM(0, 0) (and henceµ0) for each alloy are computed
respectively from the slope and intercept (on the ordinate) of the(M2 versusH/M) plot
at T = 5 K, constructed from theM(T,H) data taken at 5 K (figure 10). From the values
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of these quantities so obtained and listed in table 4, one can, in principle, calculate various
band and exchange parameters using equations (6)–(11) provided that the actual shape of
the density of states (DOS) curve for each composition is known. In the absence of any
such information, the values ofS displayed in table 4 are deduced from equation (6) by
making use of the values ofχ(0, 0) determined here and those ofN(EF ) estimated from
the coefficientγE = (π2k2

B/3)N(EF ) of the electronic specific heat reported in the literature
[45, 46] for the glassy alloys in question, after making corrections [46] for the electron–
phonon enhancement. Note that the values ofN(EF ) for Co concentrations other than
x = 0, 4 and 10 are the interpolated values obtained by passing a cubic spline through the
data points in theN(EF ) versusx plot [45] over the concentration range 06 x 6 30. The
data presented in table 4 clearly demonstrate that (a)S does indeed possess large values for
x . 6 and decreases rapidly with increasingx and (b) the Stoner parameterI and hence also
the exchange splitting of the bands1E = IM(0, 0)/NµB increase withx while N(EF )
decreases withx such that the Stoner criterion for ferromagnetism, i.e.,IN(EF ) > 1, is
satisfied for all of the compositions. A direct consequence of the increase in1E with
x is that the excitation of single particles and—more so—the formation of correlated
particle–hole pairs (local spin-density fluctuations) becomes increasingly difficult asx is
increased. This leads to a progressive suppression of spin fluctuations with Co substitution
(figure 8). In view of the above arguments and the fact that both the Stoner–Wohlfarth
[12, 13] and spin-fluctuation [11] models predict an extremely large value for the high-field
susceptibility at low temperatures particularly for weak itinerant ferromagnets, the observed
Co concentration dependence ofχhf (see the inset of figure 11) is basically a manifestation
of the progressive suppression of the weak itinerant nature of the ferromagnetism (i.e., a
progressivetendencytowards strong itinerant ferromagnetism) in the systems investigated
here with increasingx.

Figure 15. A(Heff = 0) versusT −2
C andA′(Heff = 0) versusT −4/3

C plots.

Considering the well-known fact that by holding the weak temperature dependence of the
thermal density of states (the one-electron density of states multiplied by the Fermi function)
solely responsible for theT 2-decrease ofM(T, 0), the Stoner model grossly overestimates
TC , T SC � T0 in equation (23) and henceT0 ' TC . Alternatively, if local spin-density
fluctuations dominantly contribute to the thermal demagnetization ofM(T, 0) over the
intermediate-temperature range and for temperatures close toTC , one expectsTC ≈ T0
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Table 5. A comparison of the spin-fluctuation temperatures with the Curie temperature.

Concentration TC T ∗C T1

y/x (K) (K) T ∗C/TC (K) T1/TC

y = 1 209.66(5) 180(1) 0.86(1) 213(1) 1.016(5)

x = y = 0 225.00(5) 193(3) 0.86(1) 229(2) 1.018(9)

x = 1 256.66(5) 227(1) 0.88(1) 261(2) 1.017(9)

x = 2 281.60(5) 244(3) 0.87(1) 286(3) 1.016(10)

x = 4 327.95(5) 286(2) 0.87(1) 334(3) 1.018(10)

x = 6 374.75(5) 323(6) 0.86(2) 380(3) 1.014(9)

x = 8 419.50(10) [362(5)]a [0.86(1)]a

x = 10 462.50(10) [398(6)]a [0.86(1)]a

a Values obtained from the estimates ofA′′(0) given in table 2.

and T1 ' TC from equations (23) and (28), respectively. That this is indeed the case
is confirmed by the values ofT ∗C and T1 calculated from the relationsT ∗C = [A(0)]−1/2

(T ∗C = [2A′′(0)]−1/2) and T1 = [A′(0)]−3/4 using the values ofA(0) (A′′(0)) andA′(0)
determined here, for the alloys withx 6 6 (x = 8 and 10) andy = 0, 1, in that
T ∗C/TC = 0.86(1) and T1/TC = 1.02(1) regardless of the alloy composition (table 5).
Since these ratios are constant over the composition range investigated, it is not surprising
that the coefficientsA(0) andA′(0) scale withT −2

C and T −4/3
C (figure 15) in accordance

with the predictions of the SF model. The resultsA(0) ∝ T −2
C andA′(0) ∝ T −4/3

C together
with the finding thatTC increases withx (figure 12) offer a simple explanation for the
reduction ofA(0) andA′(0) with increasingx or, equivalently, for the suppression of the
spin fluctuations with Co substitution. When the Co concentration is increased beyond
x = 6, the contribution toM(T, 0) arising from spin fluctuations diminishes at a rapid
rate, with the result that it is reduced to an insignificant level for compositions in the
vicinity of x = 90. In other words, the reduction ofM(T, 0) with T over the intermediate-
temperature range for a-Co90Zr10 is mainly due to Stoner single-particle excitations. Thus,
a-Co90Zr10 represents the extreme situation in which the particle–hole pair excitations are
weaklycorrelated andT SC ' TC .

A rapid reduction in the magnitude ofA(Heff ) or A′(Heff ) with increasingHeff
(figure 14) is a clear indication of the suppression of spin fluctuations by the field. The
effect of increasing magnetic field in the itinerant-electron picture is to increase the splitting
between spin-up and spin-down sub-bands and hence, in analogy with the influence of the
increase in1E caused by Co substitution on spin fluctuations discussed above, field, likex,
strongly suppresses local spin-density fluctuations. It is seen from figure 14 that the rate at
which the coefficientA or A′ decreases withH slows down considerably asx increases. In
view of the observation that, even in the absence ofH , progressive replacement of Fe by Co
leads to a strong suppression of SF, the coefficientsA andA′ are far lesssensitiveto H for
higher Co concentrations than for lower values ofx, because at higher Co concentrations,
SF are already suppressed to a large extent even atH = 0 and the effect ofH is reduced
to a relatively insignificant level. An extreme situation arises when the Co concentration
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Figure 16. Fitting parameters for the LS fits to theA(Heff ) and A′(Heff ) data based on
equation (35) of the text.

approachesx = 90 in that spin fluctuations are completely suppressed even in the absence
of H and no further suppression is possible withHext . This inference conforms very well
with our earlier observation [9] thatM(T, 0) andM(T,H) data even for fields as high as
15 kOe coincide with one another at all temperatures below 300 K in the case of a-Co90Zr10.
Another important finding that merits attention is that the empirical relation

A(Heff ) = A(0)[1− βHη

eff ] (35)

whereA, β andη stand forA or A′, B or B ′ and the exponentn or n′, respectively, closely
reproduces the variation ofA or A′ with Heff observed for the compositionsx 6 6 and
y = 0, 1 with the choice of the parametersB, n, B ′ given in figure 16 andn′ = 0.50(2)
as is evident from figure 14 in which the theoretical variation predicted by equation (35)
is depicted by continuous curves. The

√
Heff power-law dependence ofA on Heff is

highlighted by theA′(Heff )/A′(0) versusH 1/2
eff plot shown in figure 17. While the exponent

n′ is independentof composition over the range 06 x 6 6, 0 6 y 6 1, the slopeB ′

decreases with increasingx in accordance with the empirical relationB ′(x) = B ′(0)[1−µxν ]
as is seen from figure 16 in which the continuous curve represents the composition
dependence predicted by this relation for the parameter valuesµ = 4.15(5) × 10−4 and
ν = 0.25(2) using the observed valueB ′ = 1.30(2)× 10−3.

The theoretical attempts [40, 47] made so far to quantify the suppression of spin
fluctuations by external magnetic fields within the framework of the spin-fluctuation model
cannot be regarded as satisfactory because alarge numberof adjustable parameters and
the unrealistic electron-gas model have been used to achieve quantitative agreement with
the experimentalM(T,H) data. Moreover, the sameM(T,H) data for Sc3In have found
qualitative explanation in terms of a band model [48] which does not take into account
the local spin-density fluctuations and differs from the Stoner model in that, in addition
to the Stoner exchange interaction parameterI , it has another interaction parameter (a
nearest-neighbour ferromagnetic exchange interactionJ ) that gives rise to a temperature-
and magnetization-dependent band narrowing. However, even this qualitative agreement
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Figure 17. A′(Heff )/A′(0) versusH 1/2
eff plots for different compositions.

between the experimental data and the variation predicted by the latter theoretical treatment
[48] cannot be relied upon because this model fails to reproduce the experimental variations,
e.g., theT 4/3-dependence ofM(T, 0) and theT 5/3-dependence of the resistivity over certain
temperature ranges, which the spin-fluctuation model successfully does. Another point that
deserves a mention at this stage is that while attempting a quantitative comparison between
theory and experiment [40, 47] due consideration has not been given to the observation that
different types of excitation are primarily responsible for the decay of the magnetization in
different temperature ranges. The limitation of the SF model as regards making specific
predictions about the effect of field on SF stems from the fact that SF do not explicitly
depend onHext but, by virtue of their dependence onM, indirectly couple toHext via
magnetization. However, for temperatures close toTC , great simplification results from the
fact that the Bose functionn(ω) ' kBT /h̄ω andχ−1

‖ ' χ−1
⊥ , and the ‘in-field’ magnetization

can be put into the form [49][
M(T,H)

M(0, 0)

]2

= 1−
(
T

TC

)4/3
[

1− π

2qc

(
gµB

DSF

)1/2√
H

]
(36)

where qc is the temperature-dependent cut-off wave vector [11]. Thus the SF model
correctly predicts the

√
H -dependence of the coefficientA′, and in the light of equation (30),

equation (36) has the same form as equation (35) withB ′ = (π/2qc)(gµB/DSF )
1/2. Since

the value ofqc depends on the band-structure details, which are lacking at present, we
assume thatqc ' 1 Å−1 (irrespectiveof composition) and insert this value plus those
determined here (tables 1 and 2) for the spin-wave stiffnessD as crude estimates for
the stiffness coefficient for spin fluctuations for different compositions andg = 2.07(2),
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previously deduced from FMR measurements [16], in the above expression, with the result
thatB ′ = 9.6×10−4 and 8.1×10−4 for the alloys withx = 0 and 6 as against the observed
values of 13.0 × 10−4 and 6.6 × 10−4. From this comparison, one may be tempted to
conclude that the SF model predicts a much slower decrease of the coefficientB ′ with x
than the observed one. But when it is realized that both the quantitiescν (the coefficient of
the gradient term in the Ginzburg–Landau expansion) andγ ′, appearing in the expression
[11] qc ' (kBT /h̄γ

′
νcν)

1/3, decrease rapidly withx because these alloys become more
and more homogeneous magnetically andN(EF ) falls steeply as the Co concentration is
increased, a much closer agreement between the theoretical and experimental variation ofB ′

with x is expected. For a quantitative comparison between theory and experiment, values
of cν andγ ′ν for different compositions are needed. Such data are not available at present.
Moreover, a theory, based on the SF model, which offers a quantitative explanation for
the field dependence of the coefficientA observed in the intermediate-temperature range is
called for. Note that none of the observations made in this section can be explained by the
homogeneoustransverse spin-freezing model [25], which is based on the Heisenberg model,
since it predicts spin waves as the only low-lying magnetic excitations and thereby makes
no provisionfor spin fluctuations.

Finally, certain issues that include the application of the spin-fluctuation (SF) model to
the type of spin system under consideration need to be addressed. From a purist point of
view, this model is strictly valid fornearly ferromagnetic metals or ferromagnetic metals
with unsaturatedmoments only. Therefore, a direct application of the SF model to a
concentrated system with 90 at.% or more 3d-transition-metal content would seem to be
far fetched unless due consideration is given to the fact that the ferromagnetic ground state
in a-Fe100−pZrp alloys becomesunstable[23, 24] whenp = pc ' 7 at.% and the alloys
with y = 0, 1 andx = 0, 1, in particular, have a composition close topc, for which the
ferromagnetic instability occurs. Another relevant point to note is that the generalizations of
the SF model [50–52] that, besides the‘on-site’ exchange interactionI , includeinter-atomic
exchange interactions have recently been quite successful inquantitativelypredicting the
finite-temperature magnetic properties of the elemental ferromagnets Fe, Co and Ni. With
these modifications, the SF model is now applicable to spin systems with reasonably large
magnetic moments and Curie temperatures as well. It is in this context that the K (infinite
3D FM matrix plus finite FM clusters) model [2] (according to which weak itinerant-electron
ferromagnetism and Invar behaviour areinherentproperties of the infinite 3D FM matrix
whereas the thermomagnetic and thermoremanent effects are associated with the spin-glass
behaviour of the finite FM clusters once they are frozen in random orientations below a
certain temperatureTRE) represents a generalization of the SF model that includes, besides
the inter-atomic exchange interactions, other complexities present in the spin systems under
consideration.

5. Conclusions

On the basis of an elaborate analysis of the magnetization data taken over a wide range
of temperatures and external magnetic fields for amorphous Fe90−xCoxZr10 (x = 0, 1, 2, 4,
6, 8, 10) and Fe90+yZr10−y (y = 0, 1) alloys and a detailed discussion of the results, the
following conclusions can be drawn.

(i) The magnetization at 5 K does not saturate even for fields as high as 70 kOe for
any of the alloys studied—the more so for those withx . 6 andy 6 1. The high-field
differential susceptibility,χhf (0), is extremely large for the alloys withx = 0, 1 andy = 0, 1
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and decreases rapidly with increasingx for x . 4, and so it possesses values typical of the
crystalline counterparts forx > 6. The large value ofχhf (0) strongly indicates the presence
of spin canting and weak itinerant ferromagnetism in the alloys withx . 6 andy 6 1.

(ii) While spin-wave excitations are mainly responsible for thermal demagnetization
of the spontaneous as well as ‘in-field’ magnetization at low temperatures (T . 0.4TC),
enhanced fluctuations in the local magnetization give the dominant contribution toM(T, 0)
over a wide range of intermediate temperatures(0.45TC . T . 0.75TC) and for
temperatures close toTC (0.7TC . T . 0.95TC) for all of the alloys. In the a-Co90Zr10 alloy,
the dominant spin-wave contribution to bothM(T, 0) andM(T,H) at low temperatures
(T . 0.1TC) is followed by an overwhelming contribution from Stoner single-particle
excitations at higher temperatures, implying thereby that the particle–hole pair excitations
are veryweakly correlatedin this case.

(iii) The spin-wave stiffness coefficientD is independentof the external field for all of
the compositions while theD/TC ratio possesses a value'0.14 for the alloys withy = 0, 1
andx 6 6 which ischaracteristicof amorphous ferromagnets withcompetinginteractions.

(iv) The observed temperature renormalization ofD agrees well with the temperature
variation predicted by the itinerant-electron model and indicates that the magnon–spin-
fluctuation interactions are more important in these systems than the magnon–magnon
interactions.

(v) For the compositionsx . 6 and y = 0, 1, the value ofD directly measured
in inelastic neutron scattering (INS) experiments,DN , is expected to greatly exceed that
deduced from the magnetic measurements,DM . This is so because, in these alloys,
‘diffusons’ (non-propagating longitudinal spin fluctuations) contribute to theT 3/2-decrease
of the magnetization as significantly as the propagating transverse spin fluctuations (spin
waves) do, but they (the diffusons) show up as an elastic peak in the INS spectra.

(vi) The infinite three-dimensional ferromagnetic (FM) matrix plus finite FM clusters
model as well as the spin-fluctuation model offer a straightforward explanation not only for
the absence of spin-wave peaks in the INS spectra taken for the wave-vector-transfer range
0.05 Å−1 6 q 6 0.12 Å−1 but also for the composition dependence ofD(0), TC , M(0, 0)
andχhf (0).

(vii) In accordance with the predictions of the spin-fluctuation model, spin fluctuations
get strongly suppressed by Co substitution and external magnetic fields. This model provides
a consistent theoretical basis for the observed temperature dependence of the spontaneous
and ‘in-field’ magnetization over the entire temperature range 0. T . TC .

(viii) The Stoner criterionIN(EF ) > 1 for the occurrence of ferromagnetism is satisfied.
All of the alloys studied in this work areweakitinerant ferromagnets.

(ix) Contrary to the claim [53] made recently that thehomogeneoustransverse spin-
freezing model [25] provides an adequate description of magnetism in a-Fe90±yZr10∓y alloys,
most of our observations do not find any explanation in terms of this model.
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